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High-resolution mosaic imaging is performed for the first time to our knowledge with a multifocal, multi-
photon, photon-counting imaging system. We present a novel design consisting of a home-built femto-
second Yb-doped KGdWO4 laser with an optical multiplexer, which is coupled with a commercial
Olympus IX-71 microscope frame. Photon counting is performed using single-element detectors and
an inexpensive electronic demultiplexer and counters. © 2009 Optical Society of America

OCIS codes: 030.5260, 180.5810, 180.4315.

1. Introduction

Multifocal, multiphoton microscopy at near-infrared
(NIR) excitation wavelengths enables rapid image
acquisition through efficient allocation of the laser
light [1–3]. A single source beam with power greater
than the damage threshold of a sample can be split
into a number of beamlets, each of which can be used
individually to generate an image. Various techni-
ques of generating multiple foci for excitation include
microlens arrays [1–7], etalon mirrors [8], beam
splitter arrays [9–12], and diffractive optical ele-
ments (DOEs) [13,14]. Most techniques include time
delays between adjacent foci to eliminate interfer-
ence and consequently maintain the effective resolu-
tion of a single beam system. Most multifocal
imaging systems are predominately image based,
where a two-dimensional detector array such as a
CCD is used to record the signal [1–6,8–10,12–14].
Unfortunately, image based detection is essentially
limited to nonscattering specimens. Multianode
photomultiplier tubes (MA-PMTs) have been used
to address this issue and have effectively improved

the sectioning without sacrificing image acquisition
rates within scattering media [7,11]. However, the
MA-PMT detection scheme does not fully miti-
gate the challenge of imaging in highly scattering
media—scattered light can result in cross talk be-
tween detector elements.

We recently demonstrated multifocal, multiphoton
imaging using single element detectors while operat-
ing in the photon-counting regime [15]. Thus tradi-
tional nonimaging detection is applicable even with
scattering media and without loss of resolution. No-
tably, using these methods we demonstrated that dy-
namic imaging of multiple focal planes was possible
for the first time by imaging the microorganism
Euglena swimming in solution [16]. A second, novel
capability of this imaging modality is that simulta-
neously imaging at orthogonal excitation polariza-
tions is also possible as demonstrated with the
previously developed system by imaging fluorescent
microbeads and starch granules [15,16]. Further, we
have imaged a trigeminal nerve from an adult mouse
brain with a redesigned six-beam version of the pre-
vious microscope [17].

For highly polarized samples—materials with
significantly different responses to orthogonally
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polarized excitation light—it is often desirable to im-
age the same depth with both orthogonally polarized
beams at the same time to provide a complete de-
scription of the sample.
The work presented here extends the application

base of this previously developed imaging technology
and explains in further detail the electronic demul-
tiplexing and counting that forms the core of our
photon-counting system. The signal conditioning
and data acquisition system described are applicable
to any microscope performing photon-counting detec-
tion with a pulsed laser as the illumination source.
First, we describe a home-built femtosecond Yb-

doped KGdWO4 laser for multifocal imaging applica-
tions. The output of this laser is coupled first into an
optical multiplexer, then into an Olympus IX-71 mi-
croscope. The optical multiplexer design results in
orthogonally polarized, time-delayed pulses that al-
low for multiple focal plane imaging. Galvanometric
scan mirrors and a piezoelectric stage enable beam
scanning, specimen scanning for mosaic imaging, or
a combination of both. Using forward and back direc-
tion detectors, four images from two different depths
are captured simultaneously. The signals generated
from both depths are demultiplexed with field pro-
grammable gate arrays (FPGAs). We describe the
signal conditioning external to the FPGAs, as well as
the demultiplexing and counting performed with
the FPGAs.
Additionally, we introduce an alternative method

to alter the focal depth of one of the two beams of
the optical multiplexer. Rather than use a deform-
able mirror as the end mirror in the optical multi-
plexer as in previous work [16], we place a lens of
focal length f on a translation rail a distance f from
the end mirror. Moving the lens along the rail
changes the divergence of the beamwithout affecting
the alignment. We can use this not only to change
depth but also to compensate for the change in focal
depth caused by the additional path length that the
beam in the longer arm of the optical multiplexer

travels. We quantify the focal depth offset by moving
the sample in depth with the piezoelectric stage.

2. System Description

A. Yb:KGW Laser

Our Yb:KGW oscillator design is based on a laser de-
veloped by Major et al. [18]. A schematic is shown in
Fig. 1. The pump source is a 25W fiber coupled diode
module with a 200 μm core diameter emitting at
980nm (F25-980-2, Apollo Instruments, Inc.). The fi-
ber output is imaged 1∶1 using two 40mm singlets,
L1 and L2, into a 4mm long, 4mm wide and 2mm
thick antireflection (AR) coated 5% Yb:KGW crystal
(Eksma). The pump light enters the cavity through a
short wave pass flat mirror, M2, coated for 98%
transmission at the pump wavelength and 99.9% re-
flection at the laser wavelength. The crystal is cooled
to 15 °C from two sides by thermoelectric coolers (TE
Technology, Inc.) housed in a home-built water-cooled
copper crystal mount.

Cavity elements include a 10% output coupler
(CVI, Inc.), a pair of Gires–Tournois interferometer
(GTI) mirrors (Layertec, GmbH) providing −1300 fs2
per bounce (four bounces per round trip per mirror),
and two curved highly reflective (HR) (>99:98%) mir-
rors, M1 and M3, with a radii of curvature r ¼
200mm (Layertec, GmbH). Mode locking is achieved
by focusing the beam with a curved HR mirror, M4
(r ¼ 500mm, Layertec, GmbH), onto a semiconduc-
tor saturable absorber (SAM-1040-2-25.4g, Batop,
GmbH) with a modulation depth of 1.2%.

At maximum pump power, the average output
power is 2:5W. Given our total cavity repetition rate
of 56:5MHz, this corresponds to average pulse ener-
gies of 45nJ=pulse. The pulses are centered at
1040nm and have a bandwidth of 4:9nm. The pulse
duration, as measured with a second-order intensity
autocorrelator, is 242 fs full width at half-maximum
(FWHM) when assuming a sech2 pulse profile. The
beam diameter at the output of the laser cavity
is ∼1mm.

Fig. 1. (Color online) Schematic representation of Yb:KGW oscillator layout. Mirrors are labeled by M1–M4; L1 and L2, 40mm singlet
lenses; GTI, Gires–Tournois interferometer; OC, output coupler; SESAM, semiconductor saturable absorber mirror.
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B. Optical Multiplexer

To enable simultaneous multidepth and multipolari-
zation imaging, we have constructed an optical
multiplexer (Fig. 2). We first rotate the output polar-
ization of the laser 45° using a zero-order half-wave
plate. The beam power is then split evenly along
two paths with a polarizing beam splitter. One arm
of the optical multiplexer is longer than the other
by precisely the length corresponding to half the per-
iod of the laser.Weplace a lens in the longer armof the
optical multiplexer to alter the divergence of that
beam. Zero-order quarter-wave plates are used in
each arm so that the beams can be recombined on the
polarizing beam splitter. At the output of the polariz-
ing beam splitter, the laser repetition rate is effec-
tively 113MHz—twice the original repetition rate
—and sequential pulses alternate between orthogo-
nal linear polarization states. We monitor the output
frequency of the optical multiplexer with a glass pick-
off slide and a photodiode (Thor Labsmodel DET210).
After the optical multiplexer, there are two avail-

able paths for the interlaced pulse train to travel,
each of which enables a different scanning modality.
We can use a set of galvanometric scan mirrors (GSI
Lumonics, model SC-2000) to quickly raster the
beam at the focus of the objective. Unfortunately,
the scan mirror casing limits the output beam dia-

meter to be smaller than the input aperture of our
Olympus UPlanSApo 20x=0:75 NA (14mm input
aperture) imaging objective. Alternatively, we can
raster the sample while keeping the beam stationary
and overfill the back of the imaging objective. How-
ever, this scanning modality requires six minutes per
scan when stepping the stage and is intended for
fixed specimens and samples. The stage can be pro-
grammed for continuous movement, reducing the
scan time to approximately 4 seconds, but introdu-
cing uncertainty into the sample position (as a result
of the acceleration of the stage).

For high speed scanning, the output of the optical
multiplexer is sent through an f∶2f telescope to ex-
pand the beam. The beam then travels into a set of
galvanometric scan mirrors, controlled via serial
communication in LabVIEW by a desktop computer.
These scan mirrors can reliably scan at frame rates
up to 10Hz, generating images of 128 lines and 128
pixels per line. The scan time can be increased in
software for longer pixel dwell times, which builds
up photon counts to improve image contrast as
needed. The scanners are placed at a telecentric im-
age plane relative to the back of the excitation objec-
tive within the Olympus IX-71 microscope.

For high resolution scanning, a pair of flip mirrors
(M1, M2) are used to direct the beam through a

Fig. 2. Schematic representation of the optical multiplexer and scan optics, not to scale: HWP, half-wave plate; QWP, quarter-wave plate;
BS, polarizing beam splitter; PD, photodiode; SM, scan mirrors; L1 and L3, 5 cm; L2, 70 cm; L4, 10 cm; L5, 21 cm; L6, 18 cm lenses. M1 is a
flip mirror, redirecting the beam to a f∶4f telescope to further expand the beam, bypassing the scan mirrors. M2 is a silver mirror on a
kinematic mount to direct the expanded beam into the IX-71.
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nonscanning arm. In this arm, the beam is expanded
by an f∶4f telescope. This is to better match the
Olympus 0.75 NA objective. We then raster the sam-
ple over 128 lines with 128 steps per line.

C. Olympus IX-71

The Olympus IX-71 is a commercial inverted re-
search microscope, equipped with a 0.55 NA conden-
ser lens positioned above the sample for white-light
imaging. The excitation beam from themultiplexer is
coupled through the left side port. Inside the micro-
scope body, the beam is reflected upward and passes
through a tube lens (focal length 180mm) into the
back of the excitation objective.
Within the IX-71, a dichroic mirror (Chroma

725dcxr) placed between the internal tube lens and
the objective at 45° angle of incidence reflects wave-
lengths below 700nm at greater than 90% efficiency
through a second port on the right side, enabling epi-
detection. For low resolution imaging, an Olympus
UPlanSApo 20 × =0:75 NA objective is used for exci-
tation, while a matching objective is used for collec-
tion. The back entrance pupil of these objectives is
14mm; therefore an expanded beam is required to
take full advantage of the NA. For higher resolution
imaging, an Olympus UPlanSApo 60 × =1:35 NA oil
immersion objective is used for excitation, while
the Olympus 0.75 NA objective is used for collection.
Both objectives are corrected for 170 μm of glass.
Additionally, we use a piezoelectric stage (Mad

City Labs Nano-view/M200-3) atop the Olympus mi-
crometer-controlled sample stage for nanometer pre-
cision sample positioning. The NanoStage is precise
to within 0:4nm, with a range of 0–200 μm along all
three spatial directions. We thus have the flexibility
to generate images either by sample scanning or
beam rastering.
Signal collection is performed with a pair of

photomultiplier tubes (PMTs). We use a Hamamatsu
R5600U-3 in transmission and a Hamamatsu
H7422P-40MOD in the back direction. To isolate
the signal from the fundamental light and from other
wavelengths, we use a BG-39 filter in front of each
PMT. Since we can generate second-harmonic and

third-harmonic light as well as multiphoton exci-
tation fluorescence (MPEF) simultaneously, we
must use additional filters to further isolate the
signal of interest. We use UG-1 glass for third-
harmonic generation (THG) imaging and a Chroma
ET525=50m-2p filter for second-harmonic genera-
tion (SHG).

D. Electronic Demultiplexer

When the interlaced pulse train of 113MHz (∼8:8ns
between pulses) encounters the sample, a nonlinear
signal—SHG, THG, or MPEF—is generated, and the
resulting photons are detected by the PMTs in the
forward and backward directions. Since SHG and
THG are instantaneous processes, and MPEF has
a typical fluorescence lifetime of a few nanoseconds,
the signal photon detected by the PMT must come
from the last pulse to excite the sample. This allows
us to match the PMT pulse with the signal from the
incoming pulse train (Fig. 3) that we observe with the
photodiode (Fig. 2), which provides our master clock
signal for the FPGA.

The signal “jitter”—variability in signal timing—
that occurs with MPEF (Fig. 3) is the predominant
source of image “bleedthrough,” where information
from one depth leaks into the other depth. This is
caused when the signal photon generation is delayed
by more than the bin width. “Bleedthrough” due to a
highly scattering sample—where the signal photon
is delayed by traversing extra distance—is extremely
unlikely, as the signal pulse would have to be delayed
by over 8ns (2:4m) with harmonic generation (an
instantaneous process) and for an average MPEF
lifetime of ∼6ns, a delay of 2ns (0:6m) would be re-
quired. The length the delayed signal photon must
traverse is far greater than the thickness of any sam-
ple that would be imaged in our apparatus.

To generate our images, the PMT signal—which
contains the data from both depths—must be demul-
tiplexed and counted. Demultiplexing the simulta-
neously acquired images in software requires
substantial computational resources and sampling
rates of at least tens of GHz. Thus software demul-
tiplexing prohibits real-time analysis. For this

Fig. 3. Pulse sequence from both the photodiode and the PMT. The photodiode registers twice the laser frequency, as the interlaced pulse
train contains two pulse trains of 56MHz at orthogonal polarizations, designated by the dashed and solid curves. The PMT signal, with
some variation in timing within a bin, is meant to simulate a MPEF response. The signal counters increment when a PMT pulse occurs
between one clock cycle and the next.
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reason, we opted for hardware demultiplexing imple-
mented through a FPGA. This solution combines the
fast response times of hardware with the flexibility of
easily changing the hardware architecture.
We use an Altera DE2 board with a Cyclone II

FPGA. The FPGA is programmed with the very high
speed integrated circuit (VHSIC) hardware descrip-
tion language (VHDL, IEEE 1164). Due to its low
cost and high bandwidth (up to ∼400MHz), the DE2
is an optimal device for decoding the signals from our
microscope.
To register a photon count, we must convert the

analog signal output of the PMT to a digital input
signal to the FPGA. This conversion involves two
steps: first using a discriminator to reject low voltage
noise pulses, then generating a transistor-transistor
logic (TTL) HI pulse for analog input pulses that ex-
ceed the discriminator threshold.
We reduce the cost of the hardware required for de-

multiplexing the signals as compared to our previous
work [16] by altering the circuitry to amplify and
convert the signal from small analog voltages
(10–100mV) to low voltage TTL (LVTTL) signals
(0–2:0V) readable by the FPGA, as shown in Fig. 4.
We amplify the output of each PMT by a factor of∼30
with a high-speed coaxial pulse amplifier (Mini-
Circuits ZPUL-30P). The output of the pulse ampli-
fier is still an analog signal, which is then directed
into a dual-channel comparator (Pulse Research Lab
PRL-350TTL). The comparator simultaneously per-
forms both the thresholding and analog to LVTTL
signal conversion. The amplified analog signal is
sent to the inverting input of the comparator, while
a DC voltage—our threshold voltage—is applied to
the noninverting input. The comparator acts as a
programmable discriminator, railing to its maximum

output voltage of 2:2V when the incoming signal vol-
tage is above the threshold voltage. The positive
LVTTL pulses output from the comparator can then
be read by the FPGA and counted, as shown in Fig. 3.
Since the FPGA acts as a counter, we further reduce
the cost of the electronics by eliminating the need for
a photon-counting module. Each PMT requires an in-
dividual FPGA to generate a pair of images.

The DE2 board accepts four signals to generate an
image: the photodiode signal (laser clock), the PMT
signal, a pixel clock, and a line clock. The 113MHz
laser clock pulse train acts as a toggle between
two data bins, activating one bin and deactivating
the other with each pulse. While a bin is active, it will
increment a counter if a signal pulse is detected. This
data bin toggling and signal pulse counting continues
until the rising edge of a pixel clock pulse is detected.
At the end of each pixel, the final counter value of
each bin is stored and reset to zero. After 128 pixels
have been read, the leading edge of the line clock in-
dicates the start of a new line, and the pixel clock is
reset to zero. Each image is then a 128 × 128 pixel
intensity map, scaled in units of photon counts. In
order to take advantage of the Cyclone II FPGA’s op-
timized 16-bit counters, each pixel is limited to a 16-
bit number—a maximum of 216, or 65536 photons,
per pixel.

With the scan mirrors, a pixel and line clock is
automatically generated from the scan driver mod-
ule. The frequencies of the pixel and line clocks
are programmable. When the Nano-view stage is
used to scan, we must fabricate pixel and line clocks
with a data acquisition (DAQ) card (National Instru-
ments) via LabVIEW.

We are able to acquire many images in sequence by
taking advantage of the built-in static random access

Fig. 4. Detection and demultiplexing electronics: PMT, photomultiplier tube; PA, pulse amplifier; PS, power supply; CP, comparator; PD,
photodiode; SM, scan mirror driver; PC, personal computer. Each separate PMT signal is directed to a different DE2 board.
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memory (SRAM) and synchronous dynamic random
access memory (SDRAM) on the DE2 board. The
board handles only universal serial bus (USB) 1.1
data transfer rates; therefore we cannot transmit
data after each pixel, or even each line, to the com-
puter via USB. We buffer a line of data in the SRAM
until the line is completed and then transfer that line
to a processor loaded onto the FPGA (Altera’s NIOS
II) while we simultaneously acquire the next line of
data. The processor buffers these lines of data to the
SDRAM on the DE2 board and assembles a complete
image on board. The completed image is then trans-
ferred via USB to the computer while the next image
is being captured. The computer then stores each im-
age in separate files containing the photon count at
each pixel. Since each scan is composed of data from
two depths, two separate image files are stored per
scan—one for each depth.
The electronic system as a whole affords a great

deal of flexibility with regard to the frequency of
the source laser. The slowest device is the compara-
tor, which has a maximum operating frequency of
250MHz—over twice our laser clock frequency.
Signal distortion from external electromagnetic ra-

diation is a significant problem at these frequencies.
In order to overcome this issue, we use double-
shielded RG-223 cable and threaded subminiature
version A (SMA) connectors where possible to limit
external interference and reduce cross talk. Use of
shielded cable allows the use of a lower threshold vol-
tage on the comparator, as there are fewer noise
pulses generated from external electromagnetic
events, and these noise pulses have smaller ampli-
tudes than with standard unshielded RG-58 cable
with Bayonet Neill Concelman (BNC) connectors.
For example, lowering the threshold from 0:35V to
0:20V allowed us to observe two to four times as
many counts per image.
Although a lower comparator threshold allows

more signal counts through, it also passes additional
background counts. The typical number of back-
ground counts per pixel-second provides a good fig-
ure of merit for noise, as the average number of
background counts per pixel varies with the total
scan time. This figure was obtained by performing
a 12 second scan with the beam blocked and a com-
parator threshold of 0:15V. Detecting THG in the for-
ward direction and SHG in the back direction using
the filters previously described, we obtain a total of
0.000837 and 0.44375 counts per pixel-second for the
two detectors, respectively.
It was observed that of all of the 113,000,000 laser

clock pulses/second, the FPGA would occasionally
fail to count one or more. When this occurred, the
images at two separate depths would “flip”—data
generated from one depth would appear in the image
corresponding to the other depth. For further protec-
tion against such laser clock errors, we have insti-
tuted a “start of burst” clock signal. The “start of
burst” is obtained from a photodiode in the laser cav-
ity, yielding a 56:5MHz reference clock. We time the

pulses from this clock to occur before one of the
pulses on the 113MHz laser clock. The “start of
burst” indicates to the DE2 that the following clock
pulse will correspond to the first counter. This pre-
vents data sets from flipping in the middle of a scan
due to loss of a clock pulse—at worst, a laser pulse is
misrepresented.

Previously, we were also unable to identify which
image of the pair would be generated from one arm of
the optical multiplexer or the other, as it would de-
pend on which clock pulse was the first detected
when a scan was initiated. The “start of burst” locks
the image sequence so one arm of the optical multi-
plexer always corresponds to a particular image—for
example, the pulses from the short arm of the optical
multiplexer will always generate “image 1.”

3. Beam Scanning and Focal Depth Control

A. Beam Scanning

We are capable of generating images at rates up to 10
frames per second with a set of SC-2000 GSI Lumo-
nics scan mirrors. In Fig. 5, we image crystalline cel-
lulose with an Olympus UPlanSApo 20x=0:75 NA
objective with 12mW time-averaged power at the fo-
cus per beam. The crystalline cellulose is mounted
between two 170 μm 2 in:×1 in: (5 cm×2:5 cm) cover-
slips, and is deposited on the slide by evaporation
of a liquid solution containing the crystals. The scan
time per frame is 12 seconds, yielding a pixel dwell
time of 0:7ms. All images are 128 × 128 pixels. SHG
was captured in the back direction, and images at
orthogonal excitation polarizations are shown in
Figs. 5(a) and 5(b). THG was captured in transmis-
sion, also at orthogonal polarizations, and images
are shown in Figs. 5(c) and 5(d).

B. Focal Depth Control

We are able to adjust the divergence of one of the two
interlaced beams simply by adjusting the position of
a lens with focal length f with respect to an end mir-
ror nominally f away. We use a 700mm lens on a
translation rail (Newport model PRL-12) in the long
arm of the optical multiplexer. We first adjust the
lens position to focus the two interlaced beams at
the same depth. Each beam nominally focuses to dif-
ferent depths, given that the different arm lengths in
the optical multiplexer result in a slightly different
diameter for each beam at the back of the imaging
objective. We then offset the lens position to focus
one of the interlaced beams at a different depth by
moving the lens away from the end mirror.

We demonstrate the focal plane adjustment by
imaging gold nanodisks that are 250nm in diameter,
20nm thick, and spaced 2 μm apart in a square grid.
These disks are created by electron beam lithogra-
phy directly atop a glass coverslide. In Fig. 6 we im-
age these nanodisks, collecting epi-SHG. We image
with 10mW time-averaged power at the focus and
sum ten 12 second scans to build up contrast in
the images shown. As with all images obtained with
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our technique, they are 128 × 128 pixels. In Figs. 6(a)
and 6(b), we image these nanodisks when translating
the focus of the second beam, shown in (b), by 13 μm
in depth. In Figs. 6(c) and 6(d), we step the sample in
depth with the Nano-view piezoelectric stage by
13 μm, bringing the nanodisks into focus with the sec-
ond beam. The difference in maximum photon counts
between the two orthogonal excitation polarizations
[Figs. 6(a) and 6(d)] is due to the strong polarization
dependence of the nanodisks [19].
We also use the Nano-view piezoelectric stage to

determine how far we can offset one focus from an-
other. For our selected lens focal length, each addi-
tional 1 cm that the lens is moved away from the
end mirror (from the depth matching rail position)
corresponds to a change of 1 μm in focal depth. Given
the geometry of the optical multiplexing optics, the
maximum focal offset we can achieve is 14 μm.
This single lens technique only alters the focal

depth of one of the two orthogonally polarized
beams—it does not compensate for spherical or chro-
matic aberrations. An adaptive optic, such as the de-
formable mirror used in previous work, would be

more appropriate when aberrations or pulse control
is a consideration [16].

C. Point Spread Function Characterization

We use the same gold nanodisks as in the previous
subsection to experimentally estimate the point
spread function of our microscope system. We raster
the sample over 10 μm, then step 1 μm in depth and
repeat. We image with 4mW time-averaged power
per beam at the focus of the objective, detecting
THG in the forward direction and SHG in the back
direction.

The experimentally determined beam waist and
confocal parameter when overfilling the imaging
objective (Olympus UPlanSApo 20 × =0:75 NA) are
1:01 μm and 4:36 μm, respectively. These are ∼20%
larger than the values obtained from Eqs. (1) and
(2), representing the beam waist and confocal para-
meter, respectively, which are 0:846 μm and 3:70 μm
[20]. Since we are not imaging these nanodisks
through 170 μm of coverslip as required by the objec-
tive, we are introducing spherical aberration, which
would contribute to a larger focal volume.

Fig. 5. (Color online) Crystalline cellulose imaged with (a), (b) epi-SHG at orthogonal polarizations, and (c), (d) transmission THG at
orthogonal polarizations. Top and bottom image pairs are generated from the same excitation polarization. All images are scaled in photon
counts.
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FWHMlateral ¼
0:61λ
NA

; ð1Þ

FWHMaxial ¼
2nλ
NA2 : ð2Þ

4. Mosaic Imaging

The high-precision piezoelectric stage offers the cap-
ability of “stitching” together several images in the
same plane to form a larger composite image. Be-
cause we are limited to 128 pixels per line, scanning
a larger area decreases resolution by increasing the
step size per pixel. By “stitching” together an image,
we are able to explore a larger area without losing
resolution.
We use the Nano-view stage to generate nine indi-

vidual scans of 30 × 30 μm. We trim 5 μm from over-
lapping edges to create a composite image of total
area 80 × 80 μm. With simultaneous forward and
back direction imaging, as well as two incident polar-
izations, we generate four images with a single scan.

We use the same nanocrystalline cellulose strands,
mounted between two 170 μm thick 2 in:×1 in: cover
slips, as our sample. We image at 0.75 NAwith 6mW
time-averaged power per interlaced beam at the fo-
cus. In Fig. 7(a), we show all nine images (epi-SHG)
as generated by a single excitation polarization. The
composite of those nine individual images is shown
in Fig. 7(c). Another epi-SHG image, generated with
the orthogonal excitiation polarization, is shown in
Fig. 7(b). THG was collected in transmission to gen-
erate Figs. 7(d) and 7(e).

Additionally, we demonstrate mosaic imaging at
high (1.35) NA in Fig. 8. We collect epi-SHG signals
from two orthogonal excitation polarizations simul-
taneously to generate Fig. 8, using 6mW time-
averaged power per beam at the focus. These images
are also 80 μm × 80 μm in scale.

5. Conclusions

We have demonstrated the extensive capabilities of
our microscope, created by coupling a home-built
Yb:KGW laser to a commercial Olympus IX-71
microscope frame. We demonstrate the capabilities

Fig. 6. (Color online) Epi-SHG images of gold nandisks in (a) and (b) when the second beam focus is translated in depth by 13 μm. Images
in (c) and (d) are generated when the piezoelectric stage is moved 13 μm in depth. Top and bottom image pairs are generated from the same
excitation polarization. All images are scaled in units of photon counts.
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Fig. 7. (Color online) Example of mosaic imaging. Nine individually acquired 30 μm× 30 μm epi-SHG images are shown in (a). The cor-
responding “stitched” together image is shown in (c). An epi-SHG image for the orthogonal excitation polarization is shown in (b). Trans-
mission THG images are shown in (d) and (e). Left and right image pairs are generated from the same excitation polarization. All images
are scaled in photon counts.
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of FPGAs and digital comparators to simplify the sig-
nal conditioning and detection. This system offers
great flexibilityandcost reductionas compared to con-
ventional photon-counting techniques. We have also
shownthat,underthelimitationofbeingunabletocor-
rect foraberrations,wecansubstituteasimple lens for
a deformable mirror to obtain a focal plane displace-
ment. Further, we have characterized this system by
examininggoldnanodisksandextractingthebeamra-
diusat the focusand confocal parameter.Additionally,
wehaveshowntheutilityofahigh-precisionpiezoelec-
tric stage by automatically scanning smaller areas at
high resolution, and stitching together individual
scans to generate a composite image.
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